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Interactive Computing Services

Quick access to single compute servers to analyse and visualise data interactively, or to connect to running 
simulations, which are using the scalable compute services.

Scalable Computing Services

Massively parallel HPC systems that are suitable for highly parallel simulations or for high-throughput data analysis 
tasks.

Virtual Machine Services

Service for deploying virtual machines (VMs) in a stable and controlled environment that is, for example, suitable for 
deploying platform services like image services or neuromorphic computing front-end services.

Active Data Repositories

Site-local data repositories close to computational and/or visualization resources that are used for storing temporary 
replicas of data sets. In the near future they will typically be realised using parallel file systems.

Archival Data Repositories

Federated data storage, optimized for capacity, reliability and availability that is used for long-term storage of large 
data sets which cannot be easily regenerated. These data stores allow the sharing of data with other researchers 
inside and outside of HBP.



For each community allocation is based on a peer-review process1:
■ Transparency
■ Fairness 
■ No parallel assessment 
■ Reviews are done by experts in the scientific field of the proposal, 

with no declared conflict of interest 
■ Confidentiality

All allocations will include:
■ Technical assessment
■ Scientific assessment

1http://www.prace-ri.eu/peer-review/

http://www.prace-ri.eu/peer-review/
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Resources made available at present
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https://fenix-ri.eu/infrastructure/resources


CSCS offering

Component Service Type ICEI Total 
Allocation 
(100%)

HBP Total 
Allocation (25%)

PRACE Total 
Allocation (15%)

Piz Daint Multicore Scalable 
computing

250 nodes 63 nodes 37 nodes

Piz Daint Hybrid Scalable + 
INteractive 
computing

400 nodes 100 nodes 60 nodes

OpenStack IaaS VM 35 servers 8.75 servers 5.25 servers

POSIX, Object 
and Tape

Archival 
storage

4 PB 1 PB 0.6 PB

Low- Latency 
Storage Tier

Active 
storage

80 TB 20 TB 12 TB



Site Total Allocation HBP Allocation (25%) PRACE Allocation (15%)

Interactive computing

Julich 175 nodes 43 nodes 26 nodes

CEA 60 nodes 15 nodes 9 nodes

CINECA 350 nodes 85 nodes 52 nodes

BSC 6 nodes 1.5 nodes 1 node

VM services

Julich 25 nodes 6 nodes 4 nodes

CEA 20 nodes 5 nodes 3 nodes

CINECA 84 nodes 21 nodes 12 nodes



Site Total Allocation HBP Allocation (25%) PRACE Allocation (15%)

Active Data repositories

Julich 1000 TB 250 TB 150 TB

CEA 800 TB 200 TB 120 TB

CINECA 350 TB 87.5 TB 52.5 TB

BSC 70 TB 17.5 TB 10.5 TB

Archival Data Repositories

CEA 7000 TB 1750 TB 1050 TB

CINECA 5000 TB 1250 TB 750 TB

BSC 6000 TB 1500 TB 900 TB
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