
www.fenix-ri.eu

The ICEI and HBP projects have received funding from the European Union’s 

Horizon 2020 research and innovation programme under grant agreements 

800858 (ICEI), 720270  (HBP-SGA1), 785907 (HBP-SGA2) & 945539 (HBP-SGA3).

12TH FENIX INFRASTRUCTURE WEBINAR


EBRAINS services deployed 

on ICEI services: 


Neuromorphic Computing front-end
Andrew Davison


Paris-Saclay Institute of Neuroscience

CNRS - Université Paris-Saclay



Outline

2

Target audience

■ 	 Neuroscientists

■ 	 HPC infrastructure users

■ 	 EBRAINS service developers

■ 	 Other platform service developers

■ 	Overview of the SpiNNaker and BrainScaleS 
neuromorphic systems


■ 	How to use these neuromorphic systems

■ 	How we’re using the OpenStack infrastructure 

provided by ICEI to build and deploy our services

■ 	Future plans

■ 	Q&A



Neuromorphic Computing in EBRAINS 
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https://ebrains.eu



Neuromorphic Computing in EBRAINS 
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https://ebrains.eu/

https://ebrains.eu/service/neuromorphic-computing



SpiNNaker
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■ custom-designed 
digital chips 
optimised for 
spiking neural 
network models



SpiNNaker
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SpiNNaker
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SpiNNaker chip
(18 ARM cores)

SpiNNaker board
(864 ARM cores)

SpiNNaker racks
(1M ARM cores)

• HBP platform
– 1M cores
– 11 cabinets (including 

server)

https://ebrains.eu/service/neuromorphic-computing#SpiNNaker



BrainScaleS
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■ custom-
designed 
analog 
chips for 
emulating 
spiking 
neurons



BrainScaleS
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■ Adaptive Exponential Integrate and Fire 
(AdEx) Model 


■ Accelerated dynamics compared to 
biological real-time (1000-10000 x)


■ 512 analog neurons,110000 plastic synapses 

■ Digital communication → mixed-signal 

system 

■ Sparse crossbar switches connecting 

buses→ programmable network connections 

■ Analog parameter storage (floating gates) 



BrainScaleS
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114.000 
dynamic 
synapses 

512 neurons 
(up to 14k inputs)
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https://ebrains.eu/service/neuromorphic-computing#BrainScaleS



Programming neuromorphic computers

13https://ebrains.eu/service/PyNN

https://ebrains.eu/service/PyNN


Programming neuromorphic computers
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import pyNN.nest as simulator

import pyNN.neuron as simulator

import pyNN.brainscales as simulator

import pyNN.spiNNaker as simulator


cell_type = …


p1 = simulator.Population(size1, cell_type, structure)

p2 = simulator.Population(size2, another_cell_type,       

                          structure)


all = p1 + p2

all.record([‘spikes’, ‘v’])


connections = simulator.Projection(

    p1, p2, 

    connection_rule, 

    synapse_type)


simulator.run(1000.0)




How to access SpiNNaker and BrainScaleS
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■ Batch mode

- Web app

- Python client  (Jupyter notebooks)

- Cmdline client

- UNICORE


■ Interactive mode

- Jupyter notebooks



Job Manager app
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■ Write Python code 
directly in the app, 
or load from a Git 
repository or the 
EBRAINS Drive

https://job-manager.hbpneuromorphic.eu/



Job Manager app
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Job Manager app
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Job Manager app
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Python client
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pip install hbp-neuromorphic-platform



Command-line client
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■ provided with the Python client

■ develop code locally, submit to remote NMC system, 

results downloaded to local directory

$ nmpi run --help

Usage: nmpi run [OPTIONS] SCRIPT


  Run a simulation/emulation


Options:

  -p, --platform TEXT    SpiNNaker, BrainScaleS, BrainScaleS-2, 


 or Spikey

  -t, --tag TEXT         Add a tag to the job

  -b, --batch            Submit job then return immediately

  -o, --output-dir TEXT  Output directory

  -e, --server-env TEXT

  --help                 Show this message and exit.



UNICORE
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■ in development for BrainScaleS

■ submit a neuromorphic computing job in the 

same way as any other HPC job
https://sourceforge.net/p/unicore/



Interactive access

23

■ Jupyter notebooks running live in 
Manchester, giving interactive access to 
SpiNNaker


■ PyNN commands are executed directly, 
allowing exploration and iterative 
development (cf submitting an entire PyNN 
script as a batch job)

https://spinn-20.cs.man.ac.uk/

https://spinn-20.cs.man.ac.uk/


Architecture
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Queue server

Data storage Neuromorphic

hardware facilityUser

Submit job

Retrieve

results

Pull job

Push results

Input data

Output data
Output data



Architecture
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Python client

Queue 
server Web app

REST API

Job database

Collaboratory

Authentication
service

Database backup
SpiNNaker

BrainScaleS



Deployment

26

docker-registry.ebrains.eugitlab.ebrains.eu

castor.cscs.ch

jusuf-cloud.fz-juelich.de

git push docker push docker pull

build 
- 

test

docker run

docker run



Castor, Pollux and Jusuf Cloud

27

■ Production and staging 
servers running on Fenix VM 
Services at CSCS (Castor/
Pollux)


■ Backup production servers 
running on Fenix VM Services 
at Jülich (JUSUF Cloud)


■ Resources obtained via ICEI 
project


■  VMs and volume storage are 
launched and configured 
manually via OpenStack 
dashboard and ssh



Future plans / in progress
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■ increase automation of VM creation and 
Docker deployment using OpenStack API/
command line and Ansible


■ automated failover between Castor and 
JUSUF


■ centralised logging / monitoring
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Contact me:

✤ andrew.davison@cnrs.fr

✤ Twitter: @apdavison




